DECISION-MAKING IN CONDITIONS OF DILEMMA:
RISKS AND MIXED INFORMATION UNCERTAINTY

Sultan Ramazanov¹, Ludmila Stemplewska²

¹Kyiv National Economic University named after Vadim Hetman, Kyiv, Ukraine
²Vistula University, Vistula Academy of Finance and Business in Warsaw, Poland

e-mails: ¹sramazanov@i.ua, ²l-stemplewska@wp.pl

Received: 01 March 2020; Accepted: 24 May 2020; Published: 25 August 2020

ABSTRACT

In modern conditions of crises and instability of the functioning and development of socio-economic systems, an important problem is providing management tools and making effective decisions. This involves the development of optimization models, methods, and information technologies for optimization and decision-making in situations of risk and mixed information environments. Moreover, the widespread introduction of optimization methods, decision-making, and optimal control was facilitated by the fact that applied optimization problems in most cases are reduced to standard problems solved, and the growth of the power of updated computer tools contributes to the expansion of the spheres of successful application of decision optimization methods in solving complex and diverse economic problems.

The paper proposes models of risk functions related to the decision-making task for harmonizing and optimizing risks and security of a complex system in a mixed information environment, and also proposes a model of penalties for damage to ensure the safety of functioning of complex systems. The work is a continuation of some of the authors' research in the field of modeling, forecasting, and managing complex socio-ecological and economic systems to ensure safe, sustainable, sustainable, and harmonious development in the face of modern risks and crises.
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INTRODUCTION

In the current environment of crises and unstable functioning and development of social and economic systems, an important problem is the provision of tools for management and efficient decision-making. This involves the development of the models, methods, and information technologies for optimization and decision-making in the conditions of risks, danger, and mixed information environment.

At the same time, a wide implementation of the methods of optimization and optimal management was facilitated by the fact that the majority of applied optimization tasks imply solution of typical tasks, and the increase of the capacity of the updatable computing facilities helps to widen the spheres of successful
application of the methods of optimization of decisions for resolving complex and diverse economic tasks (Ramazanov & Stemplewska, 2014; Ramazanov et al, 2012; Ramazanov, 2009; Ramazanov, 2015).

1. Task identification. Formulation of the risk function.

The task of decision-making (DM) is exercised in the course of observation of a random process $Y(t)$, which is taking place either in a discrete or in a continuous way. If $y \in Y$ is the space where various realizations of the $Y(t)$ random process occur, and $\theta$ is some parameter (a vector in general) that belongs to the set range $\Omega$, which means that $\theta \in \Omega$ is the environment (the parametric space).

It is assumed that distribution of probability of the observed process $Y(t)$ depends on the parameter $\theta$, the value of which is unknown to the observer.

If a finite sequence of random variables is observed $\{y(t), i = 1,n\}$ - being the discrete realization of the process $Y(t)$, then it can be completely described with the help of $n$-dimensional probability distribution function (PDF), which depends on $\theta$, and we mark this function at this value of $\theta$ through $F(y/\theta)$. Here, $y_i^n$ is the dimensional vector, which means $y_i^n = (y_1, ..., y_n)$, where $y_i = y(t_i), i = 1,n$.

Note that the parameter $\theta$ may acquire both discrete values (e.g., 0 or 1) and a continuous set of values.

Here, the observed process $Y(t)$ is a kind of mixture of a useful component (information) with obstacles (mistakes), i.e. $y(t) = H(x, v)$, where $x \equiv x(t)$, in this case, is the vector of the status of the studied system (process) where as $v \equiv v(t)$ is the vector of random obstacles (mistakes) during observations or dimensions of the experiment.

For instance, this can be a model of the following pattern:

$$y(t) = \xi(t)x(t) + \zeta(t),$$

i.e the multiplicatively additive mixture of the watch equation (Ramazanov, 2012).

It should be remembered that

$$F(Y/\theta) = F(y_1, ..., y_n / \theta; t_1, ..., t_n) \equiv P_t\{Y_1 < y_1, ..., Y_n < y_n / \theta\}, \quad y_i = y(t_i).$$

Let us use $X^*$ to define an element of the set $X^* \subseteq X$ - being the array of all solutions that can be assigned with regard to the parameter $x \equiv \theta$ based on the results of observation of $Y(t)$ and use $\delta$ - to denote the decision function (DF) or the decision rule (DR), which belongs to the class of decision functions.
\( \Delta \) and which reflects the array \( Y \) in \( X^* \), which means that in accordance with this decision rule of the each possible relation of \( y \in Y \) determines a certain solution of \( x^* = \delta(t), x^* \in X^* \subseteq X \) - the space of the system states.

Therefore, based on specific decisions, mistakes are possible. The “loss” inflicted on the observer – a person who decides (PD) in the end can be described by some function \( \rho(x^*, x) \) selected on the basis of heuristic reasoning. This function is called the penalty function (PF) or the loss function (LF), and it determines the size of the losses incurred as a result of \( X^* \) decision-making (DM) provided that the true value of the parameter is equal to \( x \).

LF (PF) can be used to compare the decision rules and to select the most suitable of them. Since the solution of \( x^* = \delta(t) \equiv \delta(y(t)) \) depends on the realization of a random process \( y \), the \( \rho(x, \delta(y)) \) LF has a random nature, and therefore it will be natural to select the DR on the basis of comparison of statistical (probability) characteristics of LF. In the DM theory, the mathematic expectation of the LF is usually used (although other characteristics may be taken into consideration as well).

The mathematic expectation of the LF when the value of \( x \) is known can be shows as ((Ramazanov et al, 2009; Ramazanov, 2015):

\[
 r(x, x^*) = M_y [\rho(x, \delta(y))] \tag{1}
\]

And called the risk function (RF). Sometimes (1) is called a conditional risk (CR). RF depends on the adopted decision rule (DR) \( \delta \) and on the distribution of probability \( F(y/x) \):

\[
 r(x, x^*) = \int \rho(x, \delta(y))dF(y/x) \tag{2}
\]

When a sequence of uninterrupted random variables is observed \( \{y_i\} \), there is the probability density \( f(y/x) \), where the RF can be described as follows:

\[
 r(x, x^*) = \int \rho(x, \delta(y))f(y/x)dy \tag{2^*}
\]

It is said that the DR \( \delta_1 \) is uniformly better than \( \delta_2 \), provided the following inequalities are true:

\[
 r(x, \delta_1) \leq r(x, \delta_2) \quad \forall \; x \in \Omega \subseteq X, \quad r(x, \delta_1) < r(x, \delta_2) \tag{3}
\]

The DR \( \delta^* \) is called acceptable if there is no other DR \( \delta \) in the \( \Delta \), which would be uniformly better than \( \delta^* \). The DR \( \Delta^* \) class is called complete if in \( \forall \; \delta \notin \Delta^* \) the DR \( \delta^* \) can be found, which is uniformly
better than \( \delta \). The complete class \( \tilde{\Delta} \) is called minimal if it does not contain any complete subclass of its own. If there is such complete class, then it coincides with the class of all acceptable DR.

Note that if the class \( \tilde{\Delta} \) DR is complete, the selection of the most suitable decision function (DF), obviously, would be sufficient only within this class disregarding the DF \( \delta \notin \tilde{\Delta} \). Therefore, identification of complete classes is an important task of the DM theory.

2. Optimization of decisions in the conditions of risk and dangers

2.1. Bayesian decision.

It would be natural to assume that the most acceptable DR is the one that minimizes RF (1) for all values of \( X \). However, this rule exists only in individual cases. Typically, the DF minimizing (1) depends on \( X \), and for various values of \( X \) it will be different; at the same time, it is not clear, which DF should be considered the best.

The aforementioned correlation can be excluded if one uses, for instance, the Bayesian approach to the problem of decision selection. The nature of this approach is the following.

It is expected that, first, the parameter \( X \) is a random variable, the distribution of probability of which \( F_0(x) \) exists, and second, the distribution of \( F_0(x) \) (i.e., a priori distribution) is known to the PD (the observer).

Then, the average risk (AR) can be determined by taking the repeat mathematical expectation of the RF (1), treating the mathematical expectation of the RF as conditional (regarding \( X \)):

\[
R(F_0, \delta) = M\{M[\rho(x, \delta(y))/x]\} = \int_{\Omega} r(x, \delta)dF_0(x). \quad (3)
\]

Therefore, the AR \( R(F_0, \delta) \) is the complete mathematical expectation of the RF, that is

\[
R(F_0, \delta) = M[\rho(x, \delta(y))] \quad (4)
\]

where it depends on the a priori distribution of the variable \( X \) and on the assumed DF.

If \( X \) is a continuous random variable, and \( \rho_0(x) \) - is the density of probability (a priori density). This means that the AR according to (3) and (2) can be written as:

\[
R(\rho_0, \delta) = \int_{\Omega} r(x, \delta)\rho_0(x)dx = \int_{\Omega} \int_{\Omega} \rho(x, \delta(y))\rho(y/x)\rho_0(x)dydx. \quad (5)
\]

The DF minimizing the AR, i.e. the DF \( \delta^* \), for which \( R(F_0, \delta^*) \leq R(F_0, \delta) \) with all values of \( \delta \in \Delta \), is called the Bayes solution with regard to the a priori distribution \( F_0(x) \).

The value of \( R(F_0, \delta^*) \) is called the Bayes risk (BR) for \( F_0(x) \).
Therefore, the Bayes solution is the best or the optimal solution if the minimum AR is assumed as the optimum criterion – the Bayes criterion:

\[ R(F_0, \delta^*) = \inf_{\delta \in \Delta} R(F_0, \delta) \]  

(6)

Here \( \delta^* = \text{Arg inf}_\delta R(F_0, \delta) \).

Given the known Bayes’ formula (Sosulin, 1978; Volodin, 2010), formula (5) can be rewritten as follows

\[ R(\rho_0, \delta) = \int_y \tilde{R}(y, \delta) \rho(y) dy, \]  

(7)

where

\[ \tilde{R}(y, \delta) = \int_\Omega \rho(x, \delta(y)) \rho(x/y) dx = M[\rho(x, \delta(y))/y]. \]  

(8)

A posteriori mathematical expectation of the RF is called a posteriori risk (AR). Therefore, the Bayesian solution can be found by minimizing the AR, which is

\[ \tilde{R}(y, \delta) \longrightarrow \min_{\delta} \{\text{inf}\} \]

It should be noted that this statement is correct in the case when \( x \) is a discrete random variable.

It should also be noted that

\[ R(\rho_0, \delta^*) = M[\tilde{R}(y, \delta^*)] = M[M[\rho(x, \delta^*(y))/y]] = M[\rho(x, \delta^{*(y)})] \]  

(9)

and therefore, the mathematical expectation of the minimal AR gives the Bayes risk.

### 2.2. Minimax solutions.

The Bayesian approach is connected to two limiting assumptions, the second of which is usually the strongest. If a priori distribution of the variable \( x \) is not known, the Bayesian approach in the form demonstrated above cannot be applied. In this case, various non-Bayesian methods of the DM are used, under which both assumptions of the Bayesian approach are not made.

One of these methods is the minimax solution method. The decision function \( \delta^* \) is called the minimax solution if

\[ \sup_{\delta} r(x, \delta^*) \leq \sup_{\delta} r(x, \delta) \]  

(10)

for all \( \delta \). The value of \( \sup_{\delta} r(x, \delta^*) \) is called the minimax risk (MR).
If each of the spaces $\mathcal{X} \in \Omega$ i $\mathcal{D} \in \Delta$ contains only a finite number of elements (finite-dimensional), then obviously there is always the minimax solution $\delta^*$, for which $\min_{\delta} \max_{\mathcal{X}} r(x, \delta) = \max_{\mathcal{X}} r(x, \delta^*)$.

The minimal solution is the best solution in the worst conditions, and that means the solution is guaranteed.

In the general case, finding the minimax solution is a rather difficult task. However, the minimax solution $\delta^*$ with some slight limitations (Sosulin, 1978; Volodin, 2010) is the Bayesian solution with regard to a relatively favorable a priori distribution that maximized the Bayes risk, i.e. that value of $\tilde{F}_0$, for which

$$\inf_{\delta} R(\tilde{F}_0, \delta) \geq \inf_{\delta} R(F_0, \delta) \quad (11)$$

for all $F_0$. In this case, the minimax risk is equal to the Bayes risk:

$$\inf_{\delta} \sup_{\mathcal{X}} r(x, \delta) = \inf_{\delta} R(\tilde{F}_0, \delta) \quad (12)$$

and $RF(\mathcal{X}, \delta^*)$ of the minimax solution $\delta^*$ does not depend on the values of the variable $\mathcal{X}$.

Here, among other things, it can be concluded that if the BR $R(F_0, \delta^*)$ for certain a priori distribution $F_0$ is independent of $\mathcal{X}$ (permanent at $\Omega$), then a priori distribution of $F_0$ is the least favorable $\tilde{F}_0 = F_0$, whereas the Bayesian solution $\delta^*$ - is the minimax solution. This fact helps search for the least favorable a priori distribution (often, it turns out to be “uniform”) and for minimax solutions.

3. Guaranteed solution in the conditions of the mixed information environment.

The degree of complexity of the system of management and decision-making in «riskology» depends on the level of information certainness, and the quality thereof is higher if the mixed uncertainty is accounted: stochastic, multiple and ambiguous. The generalized model of the studied economic or environmental process can be shown as $F_0: \mathcal{X} \times \mathcal{W} \rightarrow \mathcal{X}$, and the models of monitoring of the factors and indicators as:

$$F\{C1\}: \mathcal{X} \times \mathcal{V}_x \rightarrow \mathcal{Y}, F\{C2\}: \mathcal{C} \times \mathcal{V}_c \rightarrow \bar{\mathcal{C}},$$

where

$I_e = \{p(w), p(v_x), p(v_c)\}$ is the information field of stochastic uncertainty;

$I_\mu = \{w \in W, v_x \in V_x, v_c \in V_c\}$ - is the information field of multiple uncertainties;

$I_M = \{\mu X_0, \mu V_0, \mu G^*\}$ is the unclear information field.
The mixed information uncertainty now can be described in the form of the following sequence: 
\[ I_0 = \langle I_e, I_M, I_n \rangle. \] In this case, the uniform base of data and knowledge of the integrated management system comprises the totality of three bases of all levels of hierarchy: 
\[ I = \{ B_0, B_1, B_2 \}. \]

As the device functions of \( \mu_\mathcal{X}, \mu_\mathcal{V}, \mu_\mathcal{G} \), one can use, for instance, the "Gaussian" radial functions.

Therefore, in this case the task of management (decision-making) can be reduced to solution of the following optimal task:
\[
\text{argmax}_u M_w \left[ \mu_\mathcal{d}(x,w) \right] = \text{argmax}_u M_w \left[ \mu_{x_0} \left( F_0(u,w) \right) \cdot \mu_{\nu_0}(u) \cdot \mu_\mathcal{G}(g) \right]
\]
at \( C \subseteq \mathbb{C}^n \), where \( M \) is the symbol of mathematical expectation, and \( U = [u, r + \varepsilon_{unp}] \) is the decision made by the PD.

4. Models of penalties for loss and the PD’s task.

Let’s assume that \( u_i \geq 0 \) is the volume of production, and \( v_i \geq 0 \) is the volume of expenses on environment conservation measures taken by the \( i \)-th enterprise, and at the same time its production-related activities always entail the loss totaling \( Y_i^0 = Y_i^0(u_i, v_i) \geq 0 \). However, the real amount of loss \( Y_i \geq Y_i^0 \) is a random value that has its function (density) of distribution of probability. Often, the information on the actual amount of the loss is lacking, and the only available information is that on the density of distribution of probabilities, such as \( f(Y_i, Y_i^0(u_i, v_i), \alpha_i) \).

Assume that \( z_i(u_i) \) denotes production expenses for the production volume totaling \( u_i \), and the target function is the profit of the \( i \)-th enterprise, i.e \( P_i = P_i(u_i, v_i, \chi_i(.) \) \), whereas \( \chi_i(.) \) is the amount of penalty (the function of some indicators), which is set by the “Center” depending on the amount of actual losses inflicted on the environment by the \( i \)-th enterprise.

Then, the expected profit of the \( i \)-th enterprise is the following function:
\[
P_i(u_i, v_i, \chi_i(.) = p_i \cdot u_i - z_i(u_i) - v_i - \int \chi_i(.) f(Y_i, Y_i^0(u_i, v_i), \alpha_i) dY_i,
\]

where \( p_i \) - is the price of a unit of production of the \( i \)-th enterprise.

The totality of solutions for the enterprise is an indefinite number of couples of the following type:
\[ D = \left\{ (u, v) : \text{Arg} \max_{(u_i, v_i)} P_i(u_i, v_i, \chi_i(.)) \right\} \]

**Decision-making task.**

Managerial decision-making by the “Center” means selection of the system of penalties \( \{\chi_i(.)\} \), maximizes the mathematical expectation of the criterion of the “Center”, i.e. its utility function, for instance, \( M_y[\Phi(u, v, Y)] \) in the totality \( D \):

\[
\max_{(u,v) \in D} M_y[\Phi(u, v, Y)] \Rightarrow \max \{x_i\} \quad \text{or} \quad \max_{(u,v) \in D} \int Y \Phi(u, v, Y) f(Y, Y^0(u, v), \alpha_l) \, dY \Rightarrow \max \{x_i\} .
\]

**Level of danger and risk.**

Let’s use \( y_i(t) \) - to denote the current level of safety, and \( x_i(t) \) - the required (desirable) level of safety of the \( i \)-th enterprise at the moment of time \( t \). It should be noted here that the notion of the “danger level” (DL) and the “risk level” (RL) is dubious, for instance, the increased RL results in the decreased DL and vice versa, i.e. \( \text{DL} = 1 - \text{RL} \).

If \( S_i \) is the amount of penalty for ensuring the required DL, the profit that is retained by the \( i \)-th enterprise can be described as the following function:

\[
P_i = p_i \cdot u_i - P_i(u_i, v_i, \chi_i(.)) = p_i \cdot u_i - z_i(u_i) - v_i - S_i(x_i, y_i) .
\]

where as

\[
S_i(x_i, y_i) = \begin{cases} 0, & \text{если } y_i \geq x_i, \\ \chi_i(y_i), & \text{если } y_i < x_i \end{cases}
\]

For instance, when the set value of risk or danger of \( q_i \) for the \( i \)-th enterprise takes into account certain economic mechanism for ensuring safety, the penalty function is \( S_i(x_i, y_i) = q_i \cdot (x_i - y_i) \) at \( y_i \leq x_i \), i.e. provided the required DR is not achieved (otherwise it will be fined). Other options of the penalty functions can be found, for instance, in the monograph (Burkov et al, 2008).
CONCLUSION

This paper offers the models of the tasks related to decision-making in the conditions of risks, danger, and in the conditions of mixed information environment, models of penalty for damage for harmonization and optimization of the risk and safety of a complex system. The paper continues the author’s studies in the sphere of modeling, predicting and managing complex social, environmental, and economic systems for safe, viable, sustainable and harmonious development in the current conditions of risks and crises.
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